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ABSTRACT

Suppose t hat you have enpirical data on variables that include nultiple indicators for one or
nor e bl ocks of hypot hesi zed sour ce fact ors on whi ch your nodel i nposes a causal - path structure w t hout
speci fyi ng the nunber of factors in each bl ock. Here is an EFA (Exploratory Factor Analysis) way to
sol ve t he dat a covari ances for si npl e-structured oblique factors conforningto your nodel's bl ock pat hs
wi t hout need to i npose the additional constraints required for a SEM(Structural - Equati ons Mdel i ng)
sol uti on.

Aternatively, if you don't care nuch for causal - path rmodel i ng, Hybl ock results al so have a

general i zed marker-variable interpretation that you nay find nore congenial .
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Orer vi ew

Envi si on any nore or | ess orthodox acyclic causal -path nmodel, with a circle for each | atent
vari abl e and a square for each mani fest one. Connect these nodes by causal -path arrows - under the
constraints (a) that no forward-continued path nakes a closed loop so that - is a partial -order
relation, (b) that each | atent variabl e (conmon source factor) is directly antecedent to at | east one
nmani fest variable (dataiten), and (¢) that no nanifest variable is an internedi ate node on any pat h.
Al so take any nedi at ed path fromone node to another to i nply a possibl e direct (unnedi ated) path from
thefirst tothe second as wel|. Sol vi ng t he mani fest-vari abl es' covari ances for the path coefficients
i n such a nodel isroutinefor any nmodern structural -equati ons nodel i ng ("SEM') programsuch as Lisrel.
But now, replace eachcirclew th a bl ock of source factors havi ng unknown di nensi onal ity, repl ace each
square with a specified block of data variables, allow all dependent factor blocks to contain
unexpl ai ned covari ance, and sti pul ate that coeffici ent i ndeterni naci es ari si ng fromperm ssi bl e factor
rotations are to be resol ved by optimzing the preval ence of near-zero path weights. The Hybl ock
procedure described here determines (with sone assistance from user discretion) the appropriate
di mensional ity of each factor bl ock and fromthere sol ves for the nodel's path paraneters and factor
correlations without need for additional nodel constraints.

The result of Hyblock analysis is an oblique factor pattern wherein (a) nearly all of each
data variable's coomon part lies in the space spanned just by factors in the bl ocks decl ared pat h-
antecedent to it; and (b) the nunber of appreciably nonzero pathwei ghts through which each data
variable is deternned by the assorted factors path-antecedent to it are minimzed. In particular,
when factor £ is adirect source of itemy and factor £ path-precedes £, Hybl ock di agnoses t he ext ent
to which the effect of £ on yis nediated by ;. (O course, this diagnosis may be be i nperfect; but

that uncertainty afflicts all latent-variable nodels.)

Note: | wite nanes for the prograns i n ny DOS operated Hybal | factor-anal ysis package in
capital letters, e.g. PROG (not an actual Hyball progran), while a procedure centered on PROG but
i nvol ving other prograns as well is called "Prog" withonly the first letter capitalized. Wat makes
the Hybl ock procedure described here nmost distinct fromother varieties of exploratory factoring is
fixation of nested factor-block subspaces by Hyball program HYBLOCK. This has been designed to
intervene between initial factor extraction by Hyball program MDA (short for "Miltiple CQutput
Dependency Anal ysis") and rotation to sinple structure under those rotation constraints by HYBALL
(short for "Hyperpl ane eyeBALLi ng"). But HYBLOCK can al so be entered with extraction patterns inported

from dat a- anal ysi s packages ot her than Hyball.



Rat i onal e.

The block-structured path model.

Factoring by Hybl ock i s appropriate for covariance structures whose enpirical variabl es have
been sorted i nto bl ocks correspondi ng to hypot hesi zed bl ocks of source factors on which a causal -path
structureis supposed. (Analternativeinterpretationthat avoi ds construing Hybl ock' s path structure
as causal dependency will be described later.) Specifically, the data covariances are to be nodel ed

as foll ows:

1. Partitionthetotal array Y=<y, ..., y,» Of data variables into r>2 disjoint blocks Yy, vy,..., Y,
where Y, is a possibly-enpty set of nanifest inputs (observed independent variables viewed as
exogenous sour ces) such as experinmental -treatment contrasts. The nunber Ny of variabl es in bl ock

Y (k > 1) can be as low as 1, though nore is clearly preferable.

2. Vi ew each data block v, (k=1,...,r) as conprising nore-or-|ess noi sy nani festations of a bl ock
F, of common f act ors whose t o- be-det er mi ned di nensional ity NFk has bounds 0 < NFk < Mk. (Vari abl es
Y, are understood to be prinmarily indicators of the factors in block F, but perhaps not
exclusively of those.) |If y,is not enpty, Fp = Y, is a default stipulation that can | ater be

overridden by setting NFO:O and rel ocating the mani fest i nputs el sewhere in the path structure.

3. Posit a structure of causal - path dependenci es on factor bl ocks Fy, ..., F, extended to i ncl ude each
i ndi cator block v on an output path fromr. (Each v and dependent F is of course allowed to
i ncl ude residual variance unaccounted for by its nodel ed path antecedents.) This path structure
nmust be a strict partial order (transitive and anti-reflexive) that Hybl ock requires without | oss
of generality to be enbeddedinthelinear order of blockindices1,...,r. Specifically, for each
pair <F, > of factor blocks with 7 < k (the programwill not accept j > k), HYBLOCK s user
stipul at es whet her the nodel includes a direct causal path -fromF to F; whileif both i - £ and
F - Fthenalso F - F. (HYBLOXK autonatically expands user-entered bl ock dependenci es to i ncl ude
all their transitivity entailments.) If F -F inthisinposed path structure, that is, if Fis
pat h-antecedent to £, we shall say that block F is a mediated source of block F if also
F, -~ F -~ F for sonme third nonenpty factor-block 7, or is an immediate source of F otherwi se. 1
Final Iy, the nodel al so presunes Fy~ F,for all k=1,..., runless F,is enpty,?and stipul at es t hat
each bl ock v, of indicator variables is causally dependent on factor bl ock r. (Conceptually, F
conpri ses what ever recoverabl e factors nost i nmedi ately underlietheindicatorsin Y; SO F- Y% 1S
mainly true by definition.) Wen F is enpty, all factor bl ocks decl ared t o be i mredi at e sour ces
of F, are immedi ate sources of Y, By default, though not obligatorily, all factor bl ocks are on
paths to the last (rmost dependent) data-block v,.

Stipulation 7 - F in a Hybl ock model is nolar notation for positing a direct nol ecul ar path

fromeach factor in F to each factor in F. But Hyblock al so recognizes that nany of these
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nol ecul ar paths fromone factor block to another may wel|l have negligible weight, and hopes to
reveal the ones of which this is true. Note that when £ isinafactor bl ock taken by the nol ar
model to be an Fj-medi at ed source of a factor bl ock containing £, the nodel inplies not nerely a
direct nolecular path from £ to f, but also (generally) a spindle of indirect f-to-f paths
several |y nedi ated by the various factors in 5. (Ve nention this webwork of nediated nol ecul ar
paths only for background clarification; it plays no role in Hyblock's explicit concerns.)
Happily, this conplexity is nicely donesticated by our cl assi cal presunption of causal linearity:
The strengths of nol ecul ar pat h i nmedi aci es { fj ~ £i} are nmeasured by scal ar coefficients inlinear
equations, fromwhich the force of a direct nolar path r - F between factor bl ocks i s descri bed
by a matrix of the direct nmol ecul ar pat hwei ghts fromfactors in F to factorsin r. Andyou are

already fanmiliar with the power and beauty that matrix al gebra brings to nodels such as this.

4, Presune for all k=1,..., rthat the data covariances in indicator block v, are essentially due
just tofactorsin Fas well as, perhaps, in other bl ocks on whi ch F is decl ared dependent. (The
qualifier "essentially" here acknow edges that although the nodel solution attenpts to fit this
prenmise, its success is unlikely to be perfect.) And presune al so that causal |inkage in this
systemof variabl es i s frugal, meani ng that a good proportion of coefficientsinthe nodel's path-
wei ght matrices shoul d be negligible. Inparticular, when F is a nediated source of Yy, nost if
not all the direct path weights from s to v are expected to vanish when the factor axes are
properly positioned. By attenptingtooptimzefit tothese desideratathroughadm ssiblerotation
of axes after the subspaces spanned by t he bl ock factors have been i dentified, Hybl ock endeavors

to discover the detailed path structure of these data within the posited bl ock ordering.

Computational Theory.

The structural equations that HYBLOCK sol ves are actual ly quite sinple, rather nore so than
the foregoing i nventory of premses may | ead you to expect. For each block v, of dependent data
vari abl es, we seek to find coefficient natrices A, zik, and di agonal D, such that v's covariances
wi thin and between al | data bl ocks can be expl ai ned to a hi gh degree of approxi nati on by presum ng v

to have structural conposition
[1]3 Y = Aka+AkFK+DkUk+HOiSG ( k=l,...,r)

where F is the block of v's direct sources in the path nodel, }k isthe union of all factors in the

nodel ' s nedi ated Y,-sources, i.e. of all blocks path-antecedent to F, U, conprises normalized uni que
factors orthogonal to all other common and unique factors throughout the nodel, and noise is
approxi mation error. (Wen Y,is not enpty, equations [1] are provisionally expanded to i ncl ude case

k=0: Yy=F). The path nodel also inplies that F too has a structural determnation



[2] e = Ak}k"'Gk (k=1...,r)

i n whi ch G, is sonme conposite of exogenous F-sources. (Infact, it will becone plainthat only factors
with appreciable residual variance in G, can be recovered in block F.) However, [2] needn't be
consi dered when sol ving for the weights in[1]; and al t hough Hybl ock al so produces a sol ution of [2],
the auxillary assunption behi nd shoul d not be presured robust.

Qperationally, Hyblock passes through three stages of conputation, or four if you count
initial conputation of data covariances fromraw scores. Each stage terninates with an archivable
output file which delivers input to the next stage when you are ready to proceed.

Stage 1 (executed by Hyball program MODA): First, given the covariances Cy (presumably
standardi zed as correl ati ons) anong datavariables Y=<y, ..., yy» Solvefor atraditional reduced-rank
estimte C = Cy - D2 of the covariances anong the data variabl es' common parts Y = <Y1 ...y Ve Where
D2is adiagonal matrix of uni quenesses (constrainedto zero for manifest i nputs) whose di agonal bl ocks
conprise your solution for {D2}. It does no harm and indeed is generally beneficial to extract
appreciably nore initial factors than conventional exploratory factoring woul d approve--excess that
proves unwanted can be shed later. (That is, Hyblock is indul gent of overfactoring.) Watever rank
N; you accept for c provi sional | y becones the total nunber N: = éONFk of coomon factors F=<Fy Fy, .- .,
> (N:k the dinensionality of F) you aimto recover. And replacing the data variables in nodel

equations [1] by their conmon parts relative to these extraction factors sinplifies [1] to

[3] Y = BAyFg + AFy ( i;k =gt Yk - DUy - noise )

whi | e enabl i ng reproduction of c by common-parts nmodel [3] to be exact. Mre inportantly, since the
rank Ny of C is less than the dimensi onality of ‘1;, each factor block is some linear combination

Fy = WY of the common-part variables whose covariance estimate C is numerically in hand.

Stage 2 (execut ed by programHYBLOCK aft er | oadi ng t he extraction pattern): Taki ng advant age
of therotational indetermnaciesin[3], H/BLOCK next chooses aninitial axis placement satisfyingthe
path nmodel under which solution for the W, in

F = WY (k=01,...,r)
istransparent. You fix these initial factors (i.e. identify W) recursively, in order of the bl ock
i ndi ces. And because the bl ock i ndexi ng has i nsured j <k whenever F - F, all factors in bl ocks path-
antecedent to F, are fixed before you undertake fixation of F.

Suppose that you have identified the coefficients in F =Wj§ for all 7=1,..., k1, and now
prepare to fix F. For any choice of F that satisfies [3], partialling Z?k out of F yields other
choi ces of Fthat al so satisfy the nmodel and fromwhi ch, together with E?k, any ot her adm ssi bl e F can
be reclaimed | ater, nanely, any rotation and rescal i ng of the F-residual. Soyouarefreetostipulate

that in your initial axis placenent, F is orthogonal to F,. Then A, conprises the coefficients of
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§k' S regressi on upon }k, and i s directly conputabl e because }k contains only factors already fixed in
§-space. So the matrix Ceg, of covariances anong common-part residual s

Bl =def l~/k' Ak}k = Ay Fi
isalsoconputable. Finally, theindetermnacy still remaininginyour initial specificationof F can
be resol ved by decl aring F to conprise the principal axes of E, corresponding to the Npk ei genval ues
of Ceg, that you consider appreciable. This identifies A, fromthe ei genstructure of Ceeo whilewgis
| eft-inverse (AyA,) A, of A--thus conpleting step k of your initial nodel solution and providing the
i nf ormati on about Z?kﬂ needed for solution-step k+1.*

After final Stage-2 solution step k=r has been conpleted, the total nunber N- of conmon
factors you have partitioned anong factor blocks F, ..., F, may wel | bel ess thanthe nunber Nyof factors
in the extraction pattern, especially if you overfactored generously. Wen this occurs, HYBLOCK
creates an additional array of waif factors conprisingthe nornalized principal conponents of the data
partsininitial extraction space orthogonal to the factors you have judged strong enoughto retainin
one or another of the F. These Waifs are included in HYBLOCK s output to Stage-3 rotation, and can
ei ther be dunped or processed further when that comrences. But before HYBLOCK exits, information it
displays on the distribution of residual Waif variance may suggest some revision of the
dinensionalities you have allocated to your factor blocks. (Mre on this later.)

Stage 3 (executed by programHYBALL on the bl ock-structured pattern recei ved fromHYBLOXK) :
Fi nal Iy, when factor blocking is conplete, you want to rel ax your tenporary stipul ation that each F
in[3] is orthogonal to z;k. The perm ssibl e alternatives are surveyed by oblique rotations of factor
totality F=<Fp Fy, ..., F;>under the constraint that each rotated F nust remai nin the subspace spanned
jointly by the original F and }k. HYBLOCK del egat es t hi s search by passing the patternontheinitial
F, together with the block structure and the r-covariances (which are orthogonal only where path-
connected®, toroutine HYBALL. This translates the path |inks and factor-bl ock menber shi ps (that is,
whi ch factors bel ong to what bl ocks) into control paraneters that keep each rotated factor withinits
assi gned subspace, and rotates the full pattern to oblique sinple structure under these subspace
constraints. Theresult is asolutionwhereinoverall nmol ecul ar-path connectivity is ninimzed. Mre
precisely, it is only the direct nol ecul ar paths fromfactors to data variables (in SEMjargon, the
"measur erent nmodel ") that HYBALL nakes sparce. Al though ol ecul ar pat hs bet ween connect ed bl ocks coul d
wi th sone programm ng effort al so be included in this overall m nimzation, the probl ematic accuracy
of their estimation (see inmedi ately bel ow) makes that inprudent.

Inadditiontoreportingthe v-variables' |oadings ontherotated factors, HYBALL al so returns
the regression of each rotated factor bl ock F uponits path antecedents zi“k toget her with the residual
F- covari ances unaccount ed for by E«*k. I f the exogenous Fi-sources conposi ng or producing G,in[2] are
ort hogonal to E«*k, the regressi on wei ghts so conput ed are t he nol ecul ar pat h coeffi ci ents of z*fk for Fin

[2]. But insofar as part of F's correlation with F, derives fromtheir mitual correlation with
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exogenous sources of Fi--and you nust presune that likely to at |east some nodest extent--this
regression estimte of ﬁk nmay wel | be seriously distorted. In principle the covariances you obtain
anong the rotated factor blocks can be analyzed in depth considerable greater than this sinple

regressi on esti nat e of ﬁk, but only for factor bl ocks with NFk | ar ge enough for neani ngful Iy factoring.®

Subjectivities.

Al t hough Hybl ock has been descri bed al gori t hm cal | y above, the procedure i ncl udes consi der abl e
user involvenent. For openers, the data-block groupings and their path structure are strictly user
decisions: |f your theory of the data doesn't tell you precisely what these shoul d be, the program
will not decide this for you albeit its results for a particul ar choice may urge you to re-consider
that. Further, each stage of the analysis is interactive in some major respect beyond nethod mnutia
such as convergence criteria and iteration linits that seldomnatter nuch. The subjectivities in
Stages 1 and 3 are ol d acquai ntences in exploratory factoring: Stage 1 requires you to decide what
total common-factor di nensionalitytoaccept, although as al ready not ed Hybl ock t ol er at es consi der abl e
initial overfactoring i nsonuch as Waifs can later bleed of f excess. And Stage 3 grapples with the
cl assi ¢ probl emof rotationindetermnacy. HYBALL has a keen eye for detecti ng hyperpl anes; but these
may wel | be anbi guous in your data, and i n that case you may need to run nany variations on HYBALL' s
rotation options before you are satisfied that you have found the best perm ssible axis pl acenent.

The nost troubl esome Hybl ock subj ectivities, however, arelikely to be your Phase-2 deci si ons
about bl ock dinensionalities { I\Lk}. Ideal ly, the eigenval ue curve for each Cek, wll either renain
confortably | arge throughout, in which case Ne = Ny is appropriate and creates no probl emif Ny is
quite small, or drops abruptly to vanishing froma level clearly too large to ignore. But if the
ei genval ues for this bl ock subside gradual ly to near-zero while Ny exceeds what can be af forded for
N:k, the conmon variance in data bl ock Y, cannot be entirely explained just by factors in the path
stipulated for this, and you nust deci de somewhat arbitrarily by your sel ection of N |l ess than Ny how
much of Cer, t o abandon to of f-path factors.” You can and i ndeed shoul d experi ment with these choi ces;
but to the extent they seemarbitrary with an appreci abl e anount of Ec-variance in the range of
uncertainty, rather than denanded by a sharp eigenval ue drop to negligible residuals, the initial
sol ution for C cannot be viewed as fitted cl eanly by the path structure you have inposed on [3].

To be sure, having chosen { I\Lk} with arbitrary cuts on the ei genval ue curves for one or nore
factor bl ocks, you can zero out all the off-path pattern coefficients in the conpl eted sol ution for
initial F, usethepurifiedpatterntogether withthe conputed Fcovari ances to reconstruct the cormon-
parts covariance matrix, and judge howinferior the latter is to C for approxi mati ng Cyw-D,. (Hyball
does not now i npl erent such pattern purefication, but nmay do soinlater releases.) You may--or nay
not - - deci de that the path-purified reconstructionis virtually as good as the solution for this sane

global N-prior toinposing the path structure. E ther way, the salient point is that here is where



-7 -
your path assunptions receive enpirical testing. (O course, evenif the path nmodel fits perfectly you
have no assurance that its coefficients are truly directed causal weights. But that is another issue

al t oget her.)

Exploiting the Wifs

As descri bed above, Wi f factors ari se when HYBLOCK s provi si onal solution for bl ock factors,
that is, ones considered the nost i mredi ate sources of restricted itembl ocks, |eave sone di mensi ons
of initial extraction space unassigned to any factor bl ock in your posited path structure. Ideally,
these are uni nterpretabl e resi dues brought about by initial overfactoring. But in practice your Wi f
variance will often be | arger than you can confortably ignore. |f so, there are two ways i n whi ch you
can nmake use of what is salient inthis, one when finishing H/BLOXK and the other at start of HYBALL.

First, before finalizing your choice of dinensionalities for factor bl ocks, you are invited
torevisethisinlight of howWif variance is distributed across itemblocks. |f you accept this
option, HYBLOCK first rotates the Vaif's principal axes to Varimax sinple structure and di spl ays for
each rotated Wai f its nean and nunber of | oadi ngs, separately in eachitemblock, that are | arger than
arepetitively adjustabl e val ue cut. By setting cutto alevel excluding all but thelargest | oadi ngs
on the most proninant Waifs, you can judge whether totry redirecting some of this Wai f variance into
bl ock factors. In contrast, a pronounced | ack of Wi f variance i n sone bl ock urges you check whet her
nmore factor dimensionality has been assigned to this than it really needs.

However, rotated Waifs with appreciable | oadings in nore than one itembl ock often el ude
capt ure by accepting nore of those bl ocks' principal factors. The place to salvage interesting Waifs
isinHYBALL. No di mensions of the common-factor space extracted in Stage 1 are discarded i n St age 2;
rather, all principal axes of the Wi f residual s are appended to the bl ock factors i n HYBLOCK s St age 2
output file. Wen HYBALL | oads this to comrence Stage 3 rotation, it first rotates the Vif axes to
Vari nmax sinpl e structure and di splays i nfornation ontheir salient | oadi ngs sufficient for youto pick
out any rotated Waifs you woul d |i ke to preserve for further study. (The renainder are del eted from
the i nput pattern, though you can al ways rel oad t he HYBLOCK-out put fileto start again.) Any Waifs you
retainare by default treated as "i sol at es" whose | oadi ngs are i ncl uded i n pattern di spl ays but neither
rotate further nor contribute to rotation of the other factors. Once you becone faniliar wth Waif
managenent, however, you can al so i nsert these selectively into the HYBLOCK-defined factor bl ocks or

otherwise allowthemto participate in the ensuing oblique rotation to sinple structure.

Qperating details.

Hybl ock is more difficult to use than an orthodox unstructured factoring procedure, but only
because it is easy to become confused over what is where in the block structure. |If thisis at all
conplex, it is inportant for you to prepare a carefully indexed chart of relevant information to

consul t when need arises. Several sets of integers require coordinationinthis chart, startingwth
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alist of indices fromlto rfor the factor bl ocks (disregard Fyat this point evenif MO>O). Pai r ed
wi th each bl ock i ndex k, you want: (a) an index listing of the Mk data variabl es in block y; (b) an
index |istingof the factor bl ocks, if any, path-antecedent to F; and (c) optionally, anindex |isting
of the Npk individual factors that are in this block. Listings (a) and (b) are needed as input to
Stage 2, but can just as well be prepared before Stage 1. (For naxi mal conveni ence, your data
vari abl es shoul d be so ordered that the itens in each Y, are indexed consecutively.) In contrast,
listing (c) cannot be conpleted until the end of Stage 2, serves only to facilitate study of output
from Stage 3, and can be copied fromthe bl ock-structure table therein.)

Your preparation of this structure chart shoul d commence with a graph cont ai ni ng names (bri ef
verbal |abels) for your bl ocks (neverm nd at outset precisely what variabl es they contain) connect ed
by arrows show ng t he direct dependenci es you intend to i npose onthem If your data include manifest
inputs (nonenpty vy), omt these fromyour planning graphif they are to be treated as sources of all
factor bl ocks, but include ablock for eachif youintendto overridethis default path assignnent for
them Next, index your bl ock nanes consecutively froml1lto rin such fashion that each bl ock' s i ndex
issnaller than the indi ces of all bl ocks path-dependent onit. Once this ordering of bl ocks has been
successful |y conpl eted, each bl ock's i ndex shoul d be changed fromnuneral kxto the kth letter oy in
al phabeti c sequence A/B,...,o. That is, Block 1 becones Bl ock A, Bl ock 2 becones Bl ock B, and so on.

(This avoi ds confusi on when entering bl ock and itemindices at keyboard.)

To verify that your bl ocks are ordered correctly, or to hel p work this out if the conplexity of

your structure makes that difficult, call utility programCRDERand, when pronpt ed, enter the i ndex
pairs { i, j} for which you decl are bl ock i to be pat h-antecedent to block j. (For exanpl e, CRDER
interpretsentry"24, 32, 46" tosignify path connections 2-4, 3-2, and 4-6. These pairs can

be entered on one line, or nore if you need that, with or without punctuation. Entailed path

| i nkages needn't be entered.) CRDERexpands your entriestomake explicit all transitivities, and
returns adetailedreport ontheir structure, nmost inportantlyidentificationof any cl osed | oops,
and a left-to-right listing froml east dependent to nost dependent with brackets indicating nost
per m ssi bl e pernut ati ons t hereof . Your provi sional bl ock-index assi gnment shoul d ermerge fromthi s
CRDER |'i sting in ascendi ng sequence; if not, unless you have a closed | oop the listing will show

per m ssi bl e i ndex assi gnnent s fromwhi ch you can t ake your pi ck. Loops you nust break on your own.

(nce your bl ock nanmes are suitably i ndexed, make a table with r rows consecutively | abel ed
4, ..., o and containing three col ums i ndexed by these block letters. Its first colum receives in
each row o the indices of the data variables in block v (first and |l ast suffice if these are i ndexed
consecutively); the second lists the index |letters of all factor bl ocks on which block F is directly
dependent (additionally including indices of F's nediated source blocks is optional); and the third

(optional) colum awaits later insertion of theindividual factor indicesin F. (Factors1lto NFlw'II
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be in block F, factors NF1 to NF1+ NF2 in block F, and so on in consecutive order.) Detailed
organi zation of this tabl e can be at your preference, and you rmay al so wi sh to i ncl ude t he bl ock nare
in each row

Cther than this preparation of a bl ock-structure chart, fitting the Hybl ock nmodel to your
Y- covari ances procedes exactly i ke ordi nary factor-extracti on by MCDAf ol | owed by HYBALL rot ati on (see
perating Instructions for the Hyball package) except for running HYBLOK between exiting MDA and
entering HYBALL. Wen called, HYBLOXK first invites you to select an initial factor pattern for
variables yfroma displayed |ist of MODA' s pattern sol utions saved in your active directory and, if
the selected pattern is found to contain nanifest inputs (nonenpty Yy, allows you to nake these
explicit in the block structure rather than defaulting to block Fyinplicitly path-antecedent to all
extracted factors. (Howyou respond shoul d, of course, agree with the plan of your structure chart.)
You next enter, for each factor block F,inorder x=1,...,r, first the indices of data variabl es v
di agnosi ng this bl ock and then |l etter indices of whatever factor bl ocks are directly path-ant ecedent
to bl ock F. (Theselistings should be on displayinyour structure chart.) After the block structure
is fully entered and approved, you agai n sequence through block indices x =1,...,r, this tim to
exanm ne t he ei genval ues of each resi dual covariance natrix Cer, and choose t he nunber Npkof factors to
put in block F. By the time you finishthese { N:k} assi gnrent s you may find yoursel f w shing you had
chosen sonewhat differently, especially if your generosity to the earlier blocks has left insuffi-
ciently many factors for justicetothe |l ater ones; so before exiting you are gi ven opportunity to re-
do t hose choi ces aft er exam ni ng a si nul t aneous di spl ay of each bl ock' s resi dual ei genval ues and nunber
of factors selected on this pass followed by Waif details. Once you accept your bl ocks' factor
assignments, the programstores the pattern on these repositioned factor axes along with the bl ock
structure and factor covariances (which are orthonornmal except between bl ocks not path-connected) in
an unfornmatted HYBALL-input file, wites this same infornationto an ASCI| see-file that you can vi ew
onscreenor print if wanted, and stops. (Before these Stage-2 outputs are filed, youare al soinvited
to accept pernututation of your data variabl es i nt o ascendi ng bl ock order correspondi ng to your factor
indexing. Thisfacilitateslater interpretationof results, sinceyour full patternnatrixthentidily
partitions into submatrices pairing eachindicator block witheachfactor block.) It thenonly remains
tocall HYBALL and rotate this initial HYBLOCK pattern just as you woul d any pattern recei ved directly
fromMXDA HYBALL's option of revising received rotation constraints renai ns open; but since input
from HYBLOCK defaults to rotation constraints that preserve the HYBLOXK-inposed bl ock structure,
overriding thesew |l normal |y be unnoti vat ed except perhaps for shifting pronoting Vi fs fromi sol ates

to fully-dependent rotatable.
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Limtations and interpretative conplications.

Hybl ock is by no neans the procedure of choice for all multivariate causal -path fitting.

Al though its inductivist competence is inportantly beyond the hypot heti co-deductive tunnel vision of
SEMprograns, it conversely lacks the flexible sinultaneity of the latter. (By "simultaneity" here |
mean sol ution nethods whose errors of nodel fit are not disposed to cascade, contrasting with
sequential fitting procedures such as Hybl ock wherein some parameters are finalized before others.)
If you use Hybl ock to identify the probabl e dimensionality of your data' s factor bl ocks and whi ch of
its direct paths from factors to data variables have near-zero weights, you nmay well find it
subsequently desirable to fit these dinensionalities and zero output paths by a simltaneous
structural -nodel ing solution. Constraints on path coefficients between factors (notably zeros) can
al so be inposed at that tine, with or without heeding Hybl ock's solution of [2].

Mor e fundanental Iy, thelinmts onwhat can be | earned fromanal ysi s of covari ances by Hybl ock,
or i ndeed any ot her approach to structural nodeling, need unflinchingrecognition. As acasein point,
when Hybl ock posits pat h-dependenci es only between factors i n sel ected di sjoi nt bl ocks, this does not
inplicitly presune further that no causal dependenci es obtain wthin any of these factor bl ocks. Wen
an appreci abl e correl ation exi sts between two variables, in particular any pair of |atent sources
pur portedl y di agnosed by conmon factors rotated to oblique sinple structure, scarcely ever do we have
reason to dismss the possibility that one is a part-cause of the other unless there is an evident
t enpor al asychrony bet ween t hem & Second- order factori ng of the covari ances Cx di agnosed by a 1st - or der
factor solutioncaninprinciplerecover i nformati on about causal dependenci es anong t hese factors; but
thepitfallsto accurate concl usi ons fromsuch anal yses are nore treacherous thanthe extant literature
has adequat el y studi ed.

Secondl y, when Hybl ock's rotated sol ution puts the nost salient itemloadings in a subset
v, of itemblock v, on sone factor £ in ablock F (j<k) path-antecedent to the factors F i nmedi ate
for v, this does not nean that £f; has the same immediacy for the vi-itens that it has for itenms in
block vj. Rather, it may well be that what is nost i nmediately coomontoitens v is afactor £ that
by rights shoul d appear in the F bl ock but is too highly correlated with its causal antecedent £ in
Fi to be detectable in the v -residuals once the block F factors are partialled out. Wether a
si mul t aneous SEMrefinement of the Hybl ock sol ution can add a termfor such an £ to factor bl ock F
and pl ausi bly recover the nore articul ated path weights from £ through £ff to v | do not know (I
think not, but | could be wong.)

Finally, Hyblock's difficultyinpullingapart closely correlated factors in separate bl ocks
that by rights our rmodel shoul d distinguish has an interesting manifestationin the creation of non-
negligible Waifs. It nay well occur that the bl ockwi se-i nmedi at e common sources of itemtotality v
include factors that are singletons relative to the factors that can be recovered just fromthe

covariances within their local item blocks were those to be factored separately, but which are
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substantially correlated with counterpart factors in other blocks that are |ikew se |ocally unique.
(For exanple, if the items are bl ocked by stages of observation in a |ongitudinal study, a frugally
neasured source having at nost a single indicator on each occasi on nmay neverthel ess be a significant
participant in the underlying systemdynamcs.) If initial factoringis ful some, as Hybl ock advocat es,
the extracti on space received by HYBLOK may wel | contain sonme di nensi ons whi ch roughly speaking are
the maj or axes of local singletons that forma global cluster. For technical reasons that needn't be
detailed here, it is rather unlikely that HYBLOCK can effectively capture such extraction axes by any
nodest expansi on of the subspaces it assigns to those factor blocks. But in HYBLOCK s report on
residuals they will be conspicuous as rotated Waifs with |arge | oadings split between bl ocks, and as
expl ai ned earlier can be sal vaged by HYBALL for study in the final rotated pattern. Even so, we m ght
wel | prefer these split-block locally singleton Waifs to be nodel ed as path-structured clusters of
gl obal singletons. Conceivably SEMrefinerment of the Hybl ock sol ution can acconplish this plausibly,
albeit | have not been able to envision how

The larger point to take from these considerations is not so nuch that Hyblock has
i nadequaci es as an i nstrunent of common-source disclosure--that was certain fromthe outset--but that
thereis still much in the theory of source recovery fromcovariance structures that warrants conti nued

conceptual inquiry and conputational devel oprent.

An alternative application of Hybl ock factor structuring.

If you are squeanish about parsing covariance arrays with prior commtnents to their
under | yi ng causal - pat h structure even when t he nodel | eaves consi derabl e roomfor inductive di scovery
of the structure's details, you can alternatively interpret Hyblock results without causal
presupposi tions sinply as a generalization of rotation to marker variables. (See Overall, 1974, for
a precursor of this developnent.) dassically, a "marker variable" is an enpirical indicator whose
common part (relative to an adequate array of co-factored vari abl es) is thought to be factorially pure
and hence an axi s of conmon-factor space with which it seens appropriate to align one of the rotated
factors. Extending this notion, it is easy to see howwe m ght consi der the factor subspace spanned
by the common parts of a select group of data variabl es to have sufficient inportance that we woul d
like it to be spanned by sone subset of our rotated factors, even when factor positioning withinthat
subspace remai ns negotiable. Put nmore sinply, if wethinkthat the variablesinadistinguished subset
of our data variables are indicators just of common sources of a special kind, we may want these
variables to load in the rotated factor solution just on factors which, precisely because these
vari abl es are salient on them we judge to be of that kind. And at bottom this is all that Hybl ock
real |y does.

In brief, Hyblock rotation of factor axes in confornty to a path-structured bl ock nodel as

described earlier i s equival ent to choosing one or nore not-necessarily-disjoint subsets { vy} of data
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variables vy as marker groups for repositioning v's previously extracted common factors in such fashion
that for each vy, the comon parts of the variabl es i nmarker group v spanthe same subspace, or nearly
so, as a subset Fy of the rotated factors. |In this equival ence, follow ng a to-be-expl ai ned beni gn
ext ensi on of your marker-groups sel ection, there is a one-one correspondence bet ween mar ker groups {¥
and t he bl ocks { v} of data variabl es on whi ch HYBLOCK i s run, while path relation - is now construed
first as set-inclusioncon{ vy}, next transferred by i sonor phi smto an array of disjoint marker bl ocks
{ v} whose derivation from{ vi} is explained below, and finally taken for the path rel ation i nposed
by HYBLOCK on the factor bl ocks {F} respectively nmatched with the marker data blocks. In this
construction, each marker group vy conprises the variables inits corresponding bl ock v, together with
all variables inthe data bl ocks path-antecedent to v,. You wi |l notice that when your marker groups
are all disjoint, as would normal |y be the case when each group i s chosen for its presuned factoral
purity, set-inclusionis vacuous here andthe construction conpl exities descri bed bel owbecone trivial.

Specifically, starting with any list { v{} of marker groups you may desire (though if these
groups i ntersect profusely HYBLOXK s bl ock i mt of 30 nay be unabl e t 0 acconodat e t hen), you const ruct

{ %} and its path structure from{ v} as follows:

A If your to-be-shifted MDA pattern includes N((J >0 mani fest inputs, decide whether these are all
tobeincludedinevery marker group. |f they are, ignorethemconpletely until youinterpret your
final HYBALL-output results. QG herwi se, extend your set of Yy-variable indices to include
N+, ..., N+ MO where N, is the nunber of dependent data variables, replace N, by N+ MO in your
not es on how nany dependent vari abl es there are, sel ectively include these additional itemindices
i n what ever narker groups you consi der appropriate, and planto accept HYBLOCK s opti on of naking

the fixed-inputs explicit in the block structure.

B. After adding v (the group of all your data variables) toyour initial list {vg} of marker groups,
expand this into closure under set-intersection. That is, the expanded narker-group |ist shoul d
have the property that for any two y{ and vi on the list, the variabl es these have i n common are
also agroup onthe list. Then say that ¥ is path-antecedent to vy just in case the former is
a proper subset of the latter, and re-index the marker groups as needed to enbed their path-

antecedence in their index order. (Thereis an auxillary programto work all this out for you.)

C. For each yg in your intersection-closed nmarker-group list, define its core block v, to be its
subset that includes just the variables in ygthat are not in any marker group y; pat h-ant ecedent
to vg. It may turn out that v so constructed is enpty; if so, remove vy fromyour narker-group
list. (Inthis case, the vy-variables' comon-parts space is al ready spanned by t he uni on of axes
for the narker spaces pat h-ant ecedent to v, and hence does not require an additional bl ock.) Then

say that core bl ock yj i s pat h-antecedent to core bl ock ¥, with 5 - F hol di ng on t he correspondi ng



- 13 -
to-be-fitted factor blocks, just in case yjis path-antecedent to yy. (Notethat path-antecedence
on the data groups/bl ocks, and - on factor bl ocks corresponding to the core data bl ocks, is no
| onger construed as causal influence though allowing that it might be causal is not precluded.
Rather, it is sinply the partial-order relation derived fromset-inclusion in the manner just

descri bed.)

Steps B and C set up a bl ock structure fromwhi ch HYBLOCK can conput e a pl acenent of factor
axes capturing your initially stipul ated marker-group subspaces as wanted. But if that structureis
at all conplicated, working it out by hand can be quite tedi ous. Mich easier istorunutility program
FI NDBLK and, when pronpted for input, |ist the marker groups that explicitlyinterest you. (Each group
isentered as a single spaced string of itemindices, but the groups' input order is arbitrary.) Wen
the group entries are conplete, FINDBLK carries out all of Steps B and cincluding proper ordering of
t he groups/ bl ocks, reports this bl ock structureinan ASCl| see-file, andstoresit inatransfer file
that can be read i nto HYBLOCK by a singl e keystroke. Fromthere, you finish just as you would for a
causal - pat h HYBLOCK sol ution, namely, by first stepping through the bl ocks to set the factors i n each
F, and then passing this initial block-structured factor positioningto HYBALL for rotationto sinple
struct ure under t hese bl ock constraints. Youw || probably not have nuchinterpretive useinthis case
for the factor-bl ock regressions that HYBALL continues to proffer, but you can sinply di sregard t hose
or instruct HYBALL not to bother.

Both before and after rotationto sinple-structure, the factor bl ocks { F} set by HYBLOXK have
the property that for each block index k, the factors in F's union with all factor bl ocks path-
antecedent to it span virtally the sane subspace as the comon-parts space of marker group vy. How
i nperfect "virtual" i s here depends on howruch vari ance is | eft behi nd when each resi dual factor bl ock
is solved for NFk principal factors generally fewer than t he nunber N,(k of variables in block v. Wen
your initial marker-group denands entering Step A are fairly nmodest, that is, contain only a small
nunber of vari abl es, their common-parts subspaces can be capt ured perfectly by choosi ng NFk = Mkfor all
kprior tothe last. But if those demands are greedy and require N to be consi derably smal | er than

N:k for nost k, the fit can be rather poor.
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FOOTNOTES

1. This termnology has sone unwanted overtones which need to be suppressed: For one, innedi-

ate/nediated and direct/indirect are very nmuch relative to the factors made explicit in the nodel

solution. (Al paths nodel ed as direct are surely nediated by variables we have not managed to
detect.) Andclassifying factor-bl ock dependenci es as "nedi at ed” vs. "i nmedi at e" ni sl eadi ngl y suggest s
that when /- F - F, the direct path fromr to F al so all owed by our nodel is ineffectual. (That may

be true, of course, but it is not a nmodel presunption.)

2. This presunption is not al ways reasonable. But for applications where it is not, HYBLOX al | ows
data variables originally coded as nmanifest inputs to be reclassified as errorless indicators of
1-di mensi onal bl ocks whi ch can be placed in the path structure wherever the user sees fit.

3. Traditionally, we suppress additive constants here by centering all the variables. But these can
al so be nade explicit in[1] by letting one variable in r be the unit dumry and repl aci ng covari ances
by uncentered 2nd-order nonents.

4. In fact, step kt1 is affected by step k only if F,, is path-dependent on F.
5. Saying that two bl ocks are "path-connected" here neans that one is path-antecedent to the other.

6. Since final output fromHybl ock i ncl udes the rotated factor covariances, it is clearly possiblein
principleto anal yze these for information about the factors' common sources. But what are good ways
todothisis inportantly problematic. For any fact or*bl ock F whose N:k is large enough to support
meani ngful factor anal ysis, the covari ances anong <F, F,> can be appropriately anal yzed f or exogenous
comnmon sour ces G, of F by the Hybal | nodel that takes F as dependent nmeasures for which factors b:k are
fixed i nputs whose determnation of F may be partly or entirely nediated by G,. But if we try to
i ncl ude | arger subarrays of the bl ock-structured Cin attenpted di agnoses, e.g., of exogenous sources
common to several bl ocks { Fi}, we find no credi bl e inductivist way to do this--which rai ses questions
about how seriously we should take their fit by strongly specified structural equations nodel s.

7. An even deeper question is whether the space spanned by the first N, princi pal axes of residuals
Ecis always the best choice for residual - F, space. But we still |ack reasons to prefer any operati onal
alternative. (Note that even were, say, Mnres or M.FA clearly superior to principal factoring at
common-factor extraction, it would have no special virtue for picking out the nost interpretable
NFk-di nmensi onal subspace of the F-residuals.)

8. More precisely, when the variables at issue are enpirical measures plainly susceptable to
contani nation by chancy di sturbances in the observation procedure, this is true of the variables
posited to underlie these measurenent outcormes.



